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Abstract that connection, two qualities play a decisive role: first,
Even prior to content, the genre of a web document knowledge about the implications of thiegering time the
leads to a first coarse binary classification of the recall  time a user spends with a certain web page, will help to
space in relevant and non-relevant documents. Think-  improve the precision of the genre classifiers; second, the
ing of a genre search engine, massive data will be  snippet genre recognition factothe percentage of docu-
available via explicit or implicit user feedback. This ments whose genre a user can identify by only referring to
data can be used to improve and to customize the un-  the snippet, influences possible improvements of recall by

derlying classifiers. A taxonomy of user behaviors — qarving the user retrieving pages not classified as belong
is applied to model different scenarios of information ing to the initially selected genre

ain. Elements of such a learning interface, as for ex- . - - . .
gmple the implications of th&ngegring timeand the To investigate the adaptability of different genre classi-

snippet genre recognition factaare discussed. fiers, we will simulate the user feedback on genre labeled
result sets using annotated corpus data. Our intention is
to give an overview of the challenges of dynamic classifier
) adaption based on data of different quality. We try to pro-
1 Introduction vide an idea about the amount of noise and incompleteness
that is tolerable for a successful update functionality.
Given a web user’s information need, even prior to content, In Section 3, as a starting point, we describe a hierarchi-
the genre of a web page leads to a first coarse binary clasal classification schema of document genres. Section 4
sification of the recall space in immediately rejected docaddresses our approach for genre classification. In Sec-
uments and such that require further processing. Curretibn 5 we describe a possible search engine interface that
search engines leave this filtering procedure entirely¢o thprovides features for genre classification. In Section 6 we
user. However, the engineering of next generation refrievintroduce a taxonomy of user behaviors together with their
systems has to pay more attention to genre as a selectsnsequences for gathering information. Section 7 pro-
dimension of an increasingly less concise document spagiles strategies for incremental classifier adaption. tFirs
[4, 5]. Automatic classification of document sets, for exexperiments on the snippet recognition factor are given in
ample intoshopping portalsscientific paper®r personal  Section 9. In Section 10 we describe the experimental re-
web pagescan make a big difference in regards to the numsults on classifier adaption. The conclusion comments on
ber of documents that have to be checked for relevancy afsture directions of the research dedicated to an improved
by that significantly reduce the user’s cognitive load. Withnterface for document search.
the rising commercialization of the web, abounding for ex-
ample with “spam shops” that dominate the recall of more
casual search interests, the partition of the result set in2 ~Related work
genre is the only way to deliver access to the relevant doc-
uments in numbers above mere coincidence. Thus, a nd®ese and Howe [3] state that users often have a certain
generation search engine interface must allow the user genre in mind when conducting a search task. In user stud-
qualify her keyword based search by one or more web geies, Meyer zu Eissen/Stein [15] and Rosso [19, 20] both
res that efficiently constrain the space of potentiallyrelereceived overwhelmingly positive feedback (nearly 100%)
vant documents. on the question whether labeling texts according to their
If such an interface is available in public, a steady streamenre would be useful in determining the relevance of a
of user events will arise. These behavioral observatiordcument. However, these results so far have not been em-
have to be turned into meaningful data to adapt the inpirically verified. Rosso presented Google snippets ("sur-
tial configuration of the underlying classifiers: eitherei  rogates”) with and without genre labels to a group of users.
prove the performance of the initial classifiers or to adagtie found no significant difference in the agreement be-
to genre shift. The classification process has to be tunédeen relevance judgment of labeled and unlabeled snip-
by permanent learning. All attempts to aquire such dataets and the document as well as in the time users needed
from a running system have to consider the user’s level @b rate the snippets. Joho and Jose [12] provide a scenario
explicitness and cooperativeness. We formulate differei investigate the effects of enriched search result ptasen
scenarios for information gain representing different detions (thumbnails and summaries) for relevance assessment
grees of uncertainty. Discussed in detail are the aspeasad query reformulation. Except for Rosso’s experiment
of a silent genre interface where the user’s statements ¢me findings imply that the search interface would be im-
the genre of a document are only provided implicitly. Inproved by adding further information such as genre labels.



Implicit relevancy feedback is a research topic that with A-Journalism C. Information D.3 protocol
the rising impact of commercial search engines attracted g-1 commentary | C.1 science report | E Directory
lot of attention. For a bibliography see [14]. The users] A-2review C.2 explanation E.1 person
preference of explicit and implicit relevance feedback in 2'2 portrait — gj ;ecnpe Eg cafalog
dependency of the task complexity and the users’ retrieval - Marginainote| .2 1aq __| E.oresource

. . . - A.5 interview C.5 lexicon, word list| E.4 timeline
experience was investigated by White et al. [26, 27], con = — :
tinuing the work of Bell and Ruthven [2]. A first stud A.6 news ¢.6 biling. dictionary | F. Communic.

thg liabilty of implicit rel f db K Y A7 Teature C.7 presentation F.1 mail,talk
°.”b edrg 1abi th Imp ICII reilevance feedback was conr—ag reportage C.8 statistics F.2 for.,guestb.
tributed by Joachims et,a}' [j:l]'_ . B. Literature C.9 code F.3 blog
_Although genre classification is still a rater new and spe=g 1 poem D. Documentation | E.4 formular
cialized field of research, already several authors have preg 7 prose D1law G. Nothing
sented genre palettes and automatic classifiers. For a di§.3 drama D.2 official report G.1nothing

cussion see, for example, [15, 22]. With regards to the cor

struction of the genre pallete, the majority of authors fol-

lows a top-down approach, often inspired by users studies. Table 1: A hierarchy of genres

An exception is the bottom-up experiment of Nilan et al.

[16] that, however, not yet has lead to a stable schema.  textlength, forms
length > 200 A length < 6500 A headlines < 3 A\ sent > 1
personal pronouns

3 Document genres (pronoun2ndP™"™ < 0.3 V pronoun2ndP"°""™ < 0.9) A
dirSpeech > 6 % pronoun2ndP) N\

In [25] we introduced a hierarchy of genres that tries to é(gt"%?‘;%zizﬁp — 3) xdirSpeech < 0V pronoun2ndP < 3)

meet the demands of genre focused partition of documen : L )

spaces. This hierarchy%s used as a stgrting point to model verb 25/ adj <20 \adjPositivNegativ < 04

. iy : textual qualities
an interface for genre qualified search. The hierarchy, con- d

L g . ccausalVocab < 4 A timeMarkers > 0 A

sisting of 8 container and 32 leaf classes, is presented if,qmes < 15 A questionmarks™™ < 0.01

Table 1. The containers of the hierarchy define a first classinumbers

fication level usable for coarse partition of the searchepac ord Numbers™™ < 1.5 A ord Numbers < 3

The leaf classes provide finer granularity, allowing a highl spoken/written text

focused search of web documents. With regards to classitcontractions < 0.4 V dirSpeech > 0) A contr./dir Speech < 0.2

fication errors, this hierarchical classification schenlphie tense

to keep misclassifications within logically acceptable-lay verbsPastTense < 0.18 A\ verbsPastT. > verbsPresentT. A

ers. From a user perspective, a misclassification of a comverbsingliorms > verbsPresentTense

mentary into another journalistic genre is by far not as em-

barrassing as, for example, a misclassification of a shafable 2: The rule based classifier for thewsgenre.With

portal as a scientific article. the superscriphormindicating normalization according to
Even though we are aware that the concept of gentext length.

sometimes applies to parts of a document instead of the

whole [18], we determine genre on the level of a complete

web page because, so far, the page is the basic unit fpeech, complex patterns, and combinations of all these.

search tasks. To meet the challenge of mixed documenEsgamples of features are content-to-code-ratio, average

we allow the classification of one document into multipldine length, number of names, positive adjectives, dates, o

classes. bibliographic references. An example of a high level struc-
With regards to the main purpose of this study, the adapudre is acasual style of writinghat can be recognized by

tion of classifiers by user data, we exemplified results bthe number of contractions (e.g. "won’t”) and the use of

five genres: three rather distinct onédpg (journalistic, vague, informal, and generalizing words. When we put all

private,...), catalog (e-commerce shops,, faq (service genre specific features together, the result is a global fea-

pages, hobby related)nd two belonging to the same con-ture set with 200 different features.

tainer, the journalistic genreewsandinterview

4.2 Specialized classifiers

4 Static genre classification For our specialized genre classifiers, we conducted an ag-

A d ab lassification hel a)ressive pruning of possible features. The goal was to al-
s we argued above, genre classification helps to recof, only a small set of significant and natural features for

nize un_wanteld documc(ajnts and lthus pa&rutlonsthe dxcl?m ch single classifier. Feature selection was organized on
space Into relevant and non-relevant documents. A KeM@hining corpora comprising 20 prototype documents for

issue underlying document classification is the selectfon @4, genre. The features were arranged into a conjunction

features. of single rules, applying a human supervised selection pro-
cess that prevents overfitting by statistical coincidente o

4.1 Features small training sample&. As an example, the specialized
classifier of the genreewsis defined by the conjunction

Many kinds of features were considered to organize the 3%esented in Table 2.

leaf genres, including HTML, form, vocabulary, parts of

2 For additional information about the process of creatirgdassifiers,
1 The hierarchy extends previous work by [6, 7]. please see [25]




5 Search interface

The usual search interface has to be enhanced to give the
user the possibility to restrict his document search to cer-
tain genres. A genre attribute could be introduced as an ad-
ditional optional criterion for experienced searcherglan
ogous to thdfiletype attributemost of the current search
engines provide.The yielding graphical interface is shown
in Figure 1. To enable an explicit feedback functional-
ity, the result page has to be extended for example with
radio-boxes where the user can provide input on the genre
of a presented web page (Figure 1). Many variants of the
sketched interface are conceivable with a complediént
interfaceas an extreme minimum in the spectrum of inter-
action that is supposed to minimize the cognitive load of
the user. This is an issue especially if more complex search
tasks have to be carried out [2, 27]. For the implicit case
genres have to be deduced from the gestalt of the query
combined with locally or globally aggregated knowledgeFig. 1: Example of a graphical interface for genre con-
about the user. The feedback of the user with respect to tegained search and explicit user feedback. For the silent
suggested genre labels has to be deduced or induced frinterface, only a label with the genre is displayed.
his observable navigation on the result set [14, 26].

In extension to [1], we define query as a non-empty

set of keywords and a genre label. r&sult setis a [0) visited pages

set of ranked documents retrieved by the search engineg (i) user visits labeled page and confirms label
processing a certain query. Each result document ig (ii) user visits labeled page and rejects label
annotated with a Boolean value referring to the genre| (i) user visits labeled page without evaluation
selected by the user. According to our interface, we defing_(iii.a) | page was correct classified

two different kinds of user events: ratrieval click, the (iii.o) | page was false classified

watching of a certain document, and evaluation click, (v) user visits unlabeled page and sets label

a user statement on the genre label of the document. The (V) user visits unlabeled page without setting a label

evaluation click has the following value set: true (1), | (v:a) | page was correct negative
false (0) and unspecified (0.5). An unspecified evaluation_("?) | page was false negative

slot can mean two different things: the user is unable to| (I!) unvisited pages _
specify the genre of the document or, more probable, he ig (V) | labeled page that was not visited
uncooperative in doing so. If we abstract from questions|_(Vi-a) | correct positive

of query refinement, we can look upon a query, its result,|_(V:-b) | false positive _
and the click events as a unit denoted asra . Four cases | (V1) _| unlabeled page was not visited
of annotated results, presented by the search engine, hayel-2) | correct negative

to be distinguished. (vil.b) | false negative

ager € N; labeled asV; correct positive
gagm: € N, notlabeledasV;, false ne%ative Table 3: A taxonomy of feedback events
pager ¢ N, labeled asV; false positive

pager ¢ N, notlabeled asV; correct negative

e Semicooperative behavior. The user provides an
6 User behavior evaluation statement only for a certain percentage of
the visited pages.

To analyze the dynamics of a genre search interface, we
model different scenarios concerning the user’s readiness
to cooperatively evaluate the presented genre fabEhe

. . z . e Uncooperative behavior. The user provides no ex-
user’s behavior can be divided into four levels. P P

plicit information. Evaluation statistics can only be

e Fully cooperative behavior. The user retrieves all derived implicitly from the visiting statistics of the
web pages of the result set and provides an evalua- Pages themselves.
tion statement of the annotation labels for the retrieved
web pages. Thus, each page of the result set turns into
correctly labeled data. These different attitudes towards evaluation of the system
_ ) . interfere with the principal user behavior - pages watched
e Cooperative behavior. The user provides an evalua- per turn, ratio between labeled and unlabeled pages vis-
tion statement of the annotation labels for the retrievegled - and constitute the fundamental user events summa-
web pages. Thus, each retrieval click leads to an evajzed in Table 3. For semi-cooperative behavior, all events
uation click. are possible whereas cooperative behavior is inconsistent

3 As we will see, the fourth behavior is equivalent to the feetbmode ~ With (L.iii) and (l.v.b) and uncooperative behavior exoésd
of the silent interface. events (i), (Lii) and (l.iv).




7 Adaption of the specialized genre of the disjunction that have confirmed the input doc-
classifiers ument asy;. Within th_e elements, we look for the_

smallest sum of adaptions that prevent the positive

classification of the document.if the sum does not fall

bellow a minimum threshold that prevents adaption to

outliers or deliberately wrong feedback.

Constraint: Generally, the number of files for thel-

evanthistory that are classified correctly attendant on

the classifier adaptioméw correct negativgas to

be larger than the number of files that are now falsely

classified fiew false negatives

A necessary prerequisite to endow our static classifiets wit
the capability of adaptive response to new information is to
rewrite them in disjunctive normal form (DNF). Generally,
this implies each alternative rule combination to be linked
to the other combinations by a logic@R Within the dis-
junctive elements only connections by logiéddiD are al-
lowed. Lowerandupper bounds of the features’ numerical
ranges have to be explicit. Below we show a cross-section
of the catalog-classifier in its original and DNF form.

Cut-out original catalog classifier 8 User behavior and information
Ret gain
currency > 3 A formular > 0 A currency >15<

\%
Rel

Given the taxonomy of feedback events introduced in sec-
currency > 1.5 A currency

tion 6, the question arises of how information can be
derived under the conditions of an increasingly realistic

Rel < 20 A currency > 5

Cut-out DNF catalog classifier model of user behavior. Two major problems have to be
faced: the loss of information, particularly important for
currency > 3.1 A currency < POS_INF A the use of annotated data in test environments involving
formular > 0.1 A formular < POS_INF A users, and the introduction of noise.
currency®! > 1.51 A currency™! < POS_INF
Y .
currency > 5.1 A currency < POS_INF N 8.1 FuIIy cooperative User

formular > 0 A formular < POS_INF A

currency™ > 5.1 A currency™ < 19.9 Thefully cooperative useprovides the interface with com-

plete information about the binary classification of the-pre
sented data. All documents of the result set are labeled

To achieve a correct classification of the input documenyhether they belong to the desired genre or not. In this way,
the adaptions of the ranges are normalized to values withji€ Provided information is equivalent to a completely la-
the interval[0..1]. The general adaption algorithm to pro_beIed additional datas_et. However, a fu_IIy cooperative use
cess available information on the genre of an input filc@n only be expected if he has a very high personal interest

given the premise of a static feature space, has to distilil the_ improvement o_f the classification. To reconcile to
guish between two different situations: a realistic search environment, we have to gradually adapt

this concept.

1. False negativeA document of genréV; has not been
recognized asV;. For every disjunctive element of ;
the 3assifier in DNF form,ywe i:ompute the sum of8'2 Cooperative User
the required range adaptions to achieve a correct clas-rational cooperative user will retrieve pages of the de-
sification of the input document. The element with thesired genre and will give feedback as to whether they were
minimum sum is selected and its ranges are temporaforrectly classified. If not enough positively labeled page
ily adapted if the sum does not exceed a maximurare available, it can be assumed that the user will try to
threshold that prevents adaption to outliers or delibeidentify documents of the desired genre by the snippet in-
ately wrong feedback. formation (s.b.), retrieve pages, and give feedback on the
Constraint: The performance of this temporarily genre. With prior knowledge about the underlying genre
adapted classifier is then computed for all documentgistribution and recall/precision of the basic classifiers
seen so far to find out whether the changes lead tan model probabilities of the occurrence of useful events
an overall improvement. Generally, the files that argor classifier adaption.
classified correctly attendant on the classifier adaption According to studies of standard search engines [8, 24],
(new correct positives) have to outnumber the fileshe average number of visited pages per search session is
that are now falsely classified (new false positives). Iffess than two and in most cases these two pages are re-
particular, for the purpose of modeliggnre-shifti.e.  trieved from the first 20 hits of the search results. As is im-
the modification of feature-value sets that determine mediately clear, given a fair amount of genre labeled docu-
genre, a temporal discount factor can be introdutedments, an average number of only two retrieved pages per
In the same way, preference for higher precision ofurn leads to a strong preference of events that can help
recall can be influenced by appropriate weighting. Ino improve precision. To increase the number of negative
our experiments, we used the positive evolution of thexamples, under the condition of cooperative user behav-
F1-measuras the constraint for rule adaption. ior, we can force the user at the cost of immediate perfor-
L mance to provide more useful information. To prevent the
2. False positive: A document of genreV; has been .o+, precision related examples (positives) we injtiall
falsely recognized as genré;. We identify elements o yer the ranges, thus deteriorating precision and enlarg-
4 Genre-shiftcan happen globally, within the web community, or lo- INg recall. Since we know that the feedback will help us to
cally, for certain user aggregates or a single user. improve precision, we can recover to a higher level of F1




performance. A shortcoming of this solution is that we camwith a factor ofl — precision(topic(x)) and a small data
lose the cooperation of the users altogether if we frustratgin via accidental confirmations by an exogenous event.
them with too weak performance. (1.2) False negative.The more interesting case, how-
ever, is the case where the document is of the desired genre
. . but was not recognized. Data gained for this case can im-
8.3 Semi-cooperative User prove the recall of the classifiers. As to the confirmation

Under the assumption of non-sabotage behavior, the serli €xogenous events the probability is the same as for case
cooperative case only reduces the amount of available ndi1). A difference exists concerning the loss of data. Not
data for the adaption process and can be modeled by tABlY is data lost by irrelevant topic but also by the user not
cooperative case if enough explicite feedback data is-avalecognizing the document as being of the desired genre.

able. Otherwise it will be modeled by the uncooperativd he problem lies in the indirect access to the document
case. only enabled via the document’s snippet. Data loss is addi-

tional in the size of thenippet recognition factofs.b.).
) For both cases (1.1,1.2), we get no introduction of noise
8.4 Uncooperative User since noise could only be introduced by a negative linger-
ing signal. However, as mentioned, negative signals are not
an implicit source of information, is available to generatéel'able and because of that are left out of consideration.

user statements. The lingering time of the user on a re- (2) Document not of desired genre.As for the docu-
trieved result page, depending on genre, topic, and moof"é‘ler;]ts of??enre d_|tf_ferentto t?a; dleS|reQr;d) # N etme :
exogenous factors, is transformed into a binary signal: |© have false positivesz) # label(x) and correct nega-

it exceeds a certain threshatgda positive relevancy signal vesc(z) = label(z).

for the document is assumed. Otherwise the document is(2-1) False positive. The problem with the data

considered as non-relevant. gain for false positives is that they can be amplified

If we abstract from model exogenous events, a negatify @ POsitive lingering signal. ~For the relevant doc-
signal means that the document is irrelevant either becau‘é@ents'd thﬁs is the portion where the topic is rele-
of the wrong topic or wrong genre. We could use such ¥ant and the genre is not(relevant(z)|time(z) >

signal to derive evaluation data on genre classification filp(c(x) # label(z)|relevant(x)). For the non-relevant

With uncooperative user behavior, only tiregering time

the cases of false positives and correct negatives. Unfdfocuments where the genre was falsely identified as the
sired, this is the portion that is amplified by an exoge-

tunately, in a realistic scenario the precision of a sear ‘
engine with regards to topic seems to be far from perfedfOUS event.P(—relevant(z)[time(z) > 7)P(c(z) #
abel(x)|-relevant(x)).

This prevents us from gathering reliable data on the cof*

rectness of the genre classification via a negative relgvanc (2-2) Correct negative. For the last case, the correct
signal. negatives, in a rational environment where the user only

This leaves the case where the lingering time exceedgtrieves documents that he assumes to be of the wanted

the threshold and a positive relevancy signal is hypott€nre, the introduction of noise depends te snippet
esized. This hypothesis is incorrect if the user stay@cognition factor If a documentis retrieved via misrecog-
on the web page because of exogenous factors. TREION of the snippet, it can be wrongly confirmed by an
two probabilities, P(relevant(z)|time(y) > 7) and ©X0genous event. i ) )
P(~relevant(z)|time(y) > 7), can be estimated by fre-  Since for the introduction of noise the correlation be-
quency counts during a controlled user study. tween relevancy antingering time and furthermore be-

If a document is actually relevant, this case agaifiveen relevancy and genre relevancy is crucial and so far,
can be further divided into relevancy of topic witht© the best of our knowledge, no experimental results are
and without the document being of the desire@vallable,. in this paper we can .o.nly give experiments on
genre, P(c(z) = label(z)|relevant(z)), Plc(z) +# the question of how robust classifiers are against the intro-
label(z)|relevant(z)).5 For a rational user of the genre duction of noise. For the other central parameter of implici

search interface, we expect the relevant cases that CO:Eﬁ%erfeedback, thenippet genre recognition factowe give
with the wrong genre to be much rarer than those witHSt €xperiments in the next section.
the correct genreP(c(x) = label(x)|relevant(z)) >>
P(c(x) # label(z)|relevant(x)). . .

After collecting data for the estimation of these basid EXperiments on the snippet genre
probabilities, the problem of data loss and introduction of recognition factor
noise for the four a posteriori events of genre recognition

can be modeled: . If a user retrieves a document from the result set despite
(1) Document of desired genre.The case of @ doCU- i ot haying been positively labeled, for the rational case
mentz actually being of desired genre(x) = N this means that the user concludes it does fall among the
is subdivided into correct po&tgves(gg) = label(z), and  yegired genre. Since the document's snippet is the commu-
false negatives;(x) 7 label(x). » _ nicative act of the search engine to feature the results of a
(1.1) Correct positive. To get a positive relevancy signal yser query, it is fundamental for the implicit user feedback
for cases where the correct genre has been recognized iy well the user performs in deriving the genre of a doc-
topic must be relevant. Insofar, we have to expect data loggnent from its snippet. A typical snippet can be found in
ot Tt e e il pk e corec gntEto v S et an the problem of smppet recogniion
6 For ?heycase of multiple desired genres, this has to be tewrto ~ factor. We give first experiments to open the discussion.
c(z) € |J Ndesired, To this end, we used our annotated genre corpus [25]: we




Genre Precision | Recall 10 Experiments on classifier adap-

A.1 commentary 42.86 48.00 .

A.2 Teview 6842 | 52.00 tion

A.3 portrait 84.21 64.00

A4 marginal note|  45.00 36.00 Different user attitudes towards system evaluation isterf

A5 interview 90.90 40.00 with the principal user behavior: how many pages visited
A.6 news 32.35 44.00 per turn and the ratio between labeled and unlabeled pages
A.7 feature 34.48 40.00 visited. Consistent with [8, 24], we set, on average, a num-
A.8 reportage 35.71 40.00 ber of two retrieved pages per turn. If both labeled and un-

labeled pages are present, the user visits the labeled.pages
, - _ o ~Ifthe turn derives only unlabeled pages, the user is assumed
Table 4: Users’ recognition of journalistic genres by snip-to be able to derive the desired genre with a certain accu-

pets. Precision and recall in percent. racy from the snippetshippet genre recognition factpr
To conduct the experiments for classifier adaption, we
Genre Precision | Recall used annotated genre data. In the first experiment on the in-
E.2 catalog 90.57 87.27 cremental adaption of three example classifiblsg, cat-
C.4faq 98.67 82.22 alog, andfaq, we used the corpus provided by Marina San-
F.3 blog 62.50 90.90 tini [21, 22] split into 160 documents for training and 40
A.6 news 77.65 69.47 documents for measuring recall. For the training/testing

with negative examples we used 620 documents of 31 dif-
N ferent genres for training, enlarged by a random sample of
Table 5: Users’ recognition of the genres blog, catalog and360 web pages, and 620 documents for the measuring of
faq by snippets. Precision and recall in percent. fallout. From the training corpora, we randomly generated
48 result sets to simulate the user behavior. Each set con-
sisted of 20 documents, containing on average 3 documents
selected a document and set up a query to a search engdfi¢he desired genré.
(Google). The query was a combination of several key- In the second experiment we used a collection of 400
words that the engine would use to construct the snippgocuments for the two journalistic genreisterview and
and a defining N-Gram to make sure the selected documerews For the negative examples we used a corpus of 1,000
of the genre corpus would be retrieved. random web pages from the Spirit Collection [13].

For experiment (1) we chose the eight journalistic gen- !N addition to the adaption of our rule based classi-
res of our hierarchy and retrieved five snippets for each &S, We give experiments on the performance of an SVM-
them. These 40 snippets were presented to five users wif@ssifier provided with an extended training set [9, 10]. To
the request to classify them within a time range<oft5 ~ réach comparability for each genre, we used only the ag-
sec each. Table 4 shows the results. With an overall pr@ressively pruned feature set of the specialized classifier
cision of 54.24% and a recall of 45.50%, the results point FOr the 32 genres of the hierarchy, our initial classifiers
to a high amount of data loss. The low recognition rat§howed on average a recall of 60.5% and a precision of
could also lead to some amount of noise introduced by @-4% [25]. The performance of the single classifiers used
combination of falsely retrieved documents and exogenoif the experiments on feedback are given in the respective
induced lingering. tables.

On the other hand, the genregerview and portrait
seem to be identifiable with high accuracy. The variation$0.1 Fully cooperative user
are caused by the differences in the communication of the ] ) ] ]
document genre by the snippet. Thefully cooperative useprovides the interface with com-

For experiment 2 we chose the more distinct genreQ:Iete information about the binary classification of the-pre

: Sented data, establishing a completely labeled additional
blog, catalogand faq. Here 20 snippets of each genre ataset. The results of the adaption process of the rule

were presented to the five users. Additionally, we mixe o ; :
in 10 newsdocuments. The results are summarized in T ased classifiers are shown in Table 6. We give results

ble 5. These more distinct genres seem to be much eas QJ recall (R) and fall-out (F) for the original and for the

istinatich’ ; adapted classifiers. Recall is the percentage of the genre
to distinguish’ Only for blog andnewsa higher number set that is recognized;(label(z) = Nijx € Ny): fallout

of documents is confused. Fag pages the editors of the [ fthe percentage of the documents in the general data set

ages take care that the acronym occurs in the headin o h
tphegpage. This heading is then glommunicated by the sezg@v?'sgnﬁft )genre that are falsely recognizg¢diabel(z) =
i| T i) .

engine as the heading of the snippet which makes it ve In Table 7 we present the results of the adaption of a

easy for the users to recognize the genre. With resmCtIO%S\/M-classifier [9, 10]. Despite there have been propos-

this is also true foblog, interviewandportrait. . e )
. . ... als to incrementally adapt SVMs by estimating a neigh-
The data so far shows that for certain genres a significa, rhood of the new data [17] most of the implementations
?mo?ﬁt oftﬂmse and.tqata Ict)s§ has t? be p;re?ms\eld Wlh' 8, 10] do not provide such a feature and a recomputation
tor 0 grst € recogmhlon rate I ne?ré/ p;ar et% . pla f the complete data is needed. The adaptive results for the
hq con h“C a comprehensive user study tor the Complely 4 assively pruned feature sets come close to the adapted
ierarchy. rule based classifiers. For one geriag, the algorithm did
not converge and a forced termination led to an extremely

7 Note that compared to Experiment 1, a higher baseline has taken
into account since in Experiment 2 only four different gsnaee clas- 8 Since topic was of no interest for this paper, it is reasaablran-
sified instead of eight. domly generate the result sets.




Genre RecallTest=Fule T palloutTest—Tule Genre RecallTest=Fule T polloutTest—Tule

blog 72.50(57.50) 1.85(0.13) blog 83.40(57.50) 6.36(0.13)
catalog 52.50(40.00) 1.19(0.27) catalog 52.50(40.00) 1.06(0.27)
faq 77.50(52.50) 4.29(1.20) faq 75.00(52.50) 1.91(1.20)
interview 67.50(55.00) 2.26(1.61) interview 65.00(55.00) 1.93(1.61)
news 30.00(5.00) 12.00(1.50) news 25.00(5.00) 8.00(1.50)

Table 6: Fully cooperative case:Results for Recall andTable 8: Cooperative case: Results for Recall and Fallout
Fallout (in percent) of the adapted and the original clas-(in percent) of the adapted and the original classifiers (in
sifiers (in parentheses). Test set for the first three genreggarentheses) for the test set for the first three genres, ho-
homogeneous with the data of the adaption process (Samogeneous with the data of the adaption process (Santini

tini corpus). corpus).
Genre | RecallT'=°VM T FalloutTes' =5V M
blog 72.50(65.00) 2.14(1.07) Genre | RecallT&tSVM | FalloutLestSvM
catalog 47.50(42.50) 1.37(0.31) b|og 72.50(65.00) 2.14(1.07)
catalog 45.00(42.50) 1.98(0.31)

Table 7: Fully cooperative case:Results for Recall and

Fallout (in percent) of an SVM classifier trained on the theTable 9: Cooperative case: Results for Recall and Fall-
extended and the original data set (in parentheses). out (in percent) for an SVM classifier trained on the the
extended and the original dataset.

poor performance. We omit these results. Summarized,
even assuming a static feature space, a significant improve-

ment of the classification can be achieved by using fully £q; our experiments on the classifier adaption we de-

labeled data. liberately introduced the basic probabilities of 0.9 foe th
lingering time exceeding with given document relevancy
and 0.95 for a relevant document being of relevant topic
andrelevant genre. The topic precision was set to 0.5.

A rational cooperative user will retrieve pages of the de- Those values lead to a data loss of 45%

ired d will give feedback wheth tth for the correct
sired genre and Wit give feedback whether or not tn€y Werqitives and the false negatives. By the exogen factors we
correctly classified. If not enough positively labeled page

lable. it b d that th il t tget a 12% introduction of noise, wrong positive amplifi-
are avanable, it can be assumed that the user will Uy t0aiiqn of documents that are not of the desired genre, for
derive the missing label from the snippets, retrieve pagegyq ohosen correct negatives and the false positives. For
and give feedback on the genre. In an experimental run f e introduced probabilities the adaption of the speaalliz

the fag corpus, out of the 48 result sets a feedback of 6o 1 556 classifiers leads to the results summarized in Ta-
correct positives, 28 false positives, 6 false negatived, apie 10

2 correct negatives emerged. Interestingly, for our experi
mental design, the rule classifiers can be improved signif- For the experiment witfagwe received 0 feedback ex-
icantly even by this small number of additional exampleamples for false positives, 40 for correct positives, 6 for
(Table 8). This phenomenon can be described as a casefaibe negatives, 0 for correct negatives, 1 noisy example fo
active learning [23] in that only a few interesting examplegorrect positives and 7 noisy examples for false negatives.
are enough to adapt the borders of a classlfiédso for i
the two converging SVM classifiers the small amount of !N Table 11 we present the results of the adaption of the
additional training examples led to an improvement of FBYM-classifier applied in a soft-margin version. For both
values (Table 9). classifier types we observed fairly robustimprovements de-
As a result of the experiments, we can state that by onfPite the data loss and introduction of noise.
doing a fraction of the labeling we nearly get the same im-
provements as for the completely labeled data set provided
by a fully cooperative user.

10.2 Cooperative User

Genre | Recall™" "¢ T Fallout™ " Fule
blog 72.50(57.50) 2.26(0.13)
10.3 Uncooperative user catalog 52.50(40.00) 0.97(0.27)
faq 67.50(52.50) 1.91(1.20)
Since the semicooperative case only reduces the amount of [Tnterview 60.00(55.00) 1.77(L.61)
available data, for the experiments, we skipped this case [Tews 10.00(5.00) 4.50(1.50)

and switched to uncooperative user behavior. With unco-
operative user behavior, only thiegering time an implicit
source of information, is available to generate user stat@able 10: Uncooperative case:Results for Recall and Fall-
ments. out (in percent) of the adapted and the original classifiers
(in parentheses). Test set for the first three genres, homo-
geneous with the data of the adaption process (Santini cor-
pus).

9 Note that we worked with a snippet recognition of 100%; i§tharam-
eter is reduced, we loose false negative examples that tv@lpprove
recall.



FalloutTestfsV]W
2.14(1.07)
0.92(0.31)

RecallTestf‘S'V]VI
57.50(65.00)
75.00(42.50)

Genre
blog
catalog

[12]

[13]
Table 11: Uncooperative case:Results for Recall and Fall-
out (in percent) of SVM classifiers trained on the extendeld
and the original datasets.
[15]

11 Conclusion [16]
We introduced elements for the steady improvement of a
genre search interface. The interface exploits data dirive7]
from observations of user behavior based on a taxonomy of
feedback events. For experiments with corpus based sim-
ulated user events, we could achieve significant improver
ments of the original classifier setup. The improvements
showed a remarkable stability against noise and data loss
caused by miscategorized user events for more realistic,
less cooperative user models. (19

With regards to the snippet recognition factor, we infer
from first experiments that the ability to identify the genrd?%l
of a document by its snippet varies significantly between
the genres. Overall, the recognition accuracy seems hig}
enough to derive data from events where the user choo ed
a document that was not classified as the desired genre.

Our future goals are to provide a prototype of a genrgy
interface to collect data for the estimation of currently as
sumed probabilities, as, for example, the correlation be-
tween lingering time and the correctness of genre clasges3]
fication by snippets, and to extend the classifier adaption
from static to dynamic feature space.

[24]
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